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Abstract—Zero-shot coordination (ZSC)—the ability to col-
laborate with unfamiliar partners—is essential to making au-
tonomous agents effective teammates. Existing ZSC methods
evaluate coordination capabilities between two agents who have
not previously interacted. However, these scenarios do not reflect
the complexity of real-world multi-agent systems, where coordi-
nation often involves a hierarchy of sub-groups and interactions
between teams of agents, known as Multi-Team Systems (MTS).
To address this gap, we first introduce N-player Overcooked,
an N-agent extension of the popular two-agent ZSC benchmark,
enabling evaluation of ZSC in N-agent scenarios. We then propose
N-XPlay for ZSC in N-agent, multi-team settings. Comparison
against Self-Play across two-, three- and five-player Overcooked
scenarios, where agents are split between an ‘“‘ego-team” and a
group of unseen collaborators shows that agents trained with
N-XPlay are better able to simultaneously balance “intra-team”
and “inter-team” coordination than agents trained with SP.

I. INTRODUCTION

Zero-Shot Coordination (ZSC) is an open-problem in multi-
agent systems, which challenges agents to efficiently and
robustly collaborate with previously unseen teammates [9].
Existing work on ZSC mostly centers on systems of two
agents. One agent—often referred to as the ego-agent—will
be trained and evaluated on its ability to coordinate with
unseen partners, such as a human collaborator, in two-agent
teams [4} 6, [10]. However, many real-world scenarios involve
coordination of many agents across a hierarchy of sub-groups
[S]. Agents may have advanced capabilities within particular
local teams, yet they must be able to work with members of
other groups to accomplish organization-level goals. Humans
manage these different relationships—namely, intra-team and
inter-team—in multi-team systems (MTS) [[L1]], and are able to
decompose tasks within a sub-group and across the hierarchy
of sub-groups. This MTS formulation of the ZSC problem—
where agents must balance coordination within an ‘ego-team’
while still effectively collaborating with a group of previously
unseen teammates—is underexplored. The ability to accom-
modate multiple forms of coordination or generally multiple
strategies simultaneously has implications beyond MTS, and
will be a necessary feature of agents deployed in large scale,
heterogeneous organizations such as Human-AlI teams.

To lay the groundwork for studying ZSC in more complex
organizational structures, we extend the the popular ZSC
environment Overcooked [3] from a two-player game to an
N-player game. Overcooked is a timed collaborative game
where agents must coordinate to prepare and deliver meals.
In expanding Overcooked to N-players, complexities not seen
in dyadic systems begin to appear such as the structure and
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Fig. 1: N-XPlay: The ego-team (blue) consists of N — X
agents using identical policies, aiming to maximize intra-team
performance while coordinating with X collaborators. During
training, collaborators are sampled from a population-based
method such as [10, [6l [7] to enable inter-team collaboration.

composition of teams. These complexities exacerbate the ZSC
problem, creating a gap between current techniques and their
applicability to settings with more than two agents. To address
this gap, we propose N-XPlay, a framework to train agents for
use in multi-team systems. This approach is motivated by the
“Teams of Teams” ([8]]) concept, where disparate groups must
operate effectively both within and across teams. N-XPlay
(Fig. [T) naturally extends the existing body of work in ZSC
from two-agent to N-agent settings to learn a policy that can
both collaborate with replicas of itself and unseen collabora-
tors simultaneously. In training, a subset of N — X agents
sharing a policy (similar to Self-Play; SP) are paired with X
agents independently sampled from a diverse population of
pre-trained policies, similar to existing Population-Based (PB)
methods [6, 4, [10]]. This combination of SP and PB enables
learning both intra-team coordination within the “ego-team”
and inter-team coordination with an unseen group of agents.

We analyze N-XPlay on our N-player Overcooked environ-
ment in two-, three-, and five-player settings. We compare
the performance of ego-teams comprising of agents trained
using N-XPlay against ego-teams composed of agents trained
using N-agent SP when paired with varying numbers of unseen
collaborators. In summary, our contributions are twofold: (1)
we extend the Overcooked environment popularly used for
two-agent ZSC tasks, to the N-agent setting [1_-] and, (2) we
propose N-XPlay, a method that extends existing two-agent
ZSC approaches to N-agent multi-team settings.

II. METHOD AND EXPERIMENTS

N-XPlay Framework. N-XPlay extends two-agent ZSC
methods to N-agent settings, addressing challenges presented
in complex organizational structures. It models these organi-
zation compositions using a “Teams of Teams” ([8]]) approach,

!Open-source code available at: https://github.com/HIRO-group/multiHRL.
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Fig. 2: N-1Play vs SP on two-agent layouts: With no
unseen teammate, SP outperforms N-1Play. With 1 unseen,
SP degrades, and N-1Play outperforms it on two layouts.

creating agents that coordinate effectively with each other
while capable of collaborating with unknown agents. To do so,
it first creates a population of diverse reinforcement learning
agents using existing population-based methods such as FCP
[LO] and MEP [12]. In training the ego-team policy for an N-
agent setting, for each episode, a subset of agents sized N — X
share the same policy similar to SP, while paired with X agents
independently sampled from the population. As an example in
Fig.[1} in a environment of N = 5 agents where X = 2, during
training 3 teammates will share and learn the same policy and
2 will be sampled from the pre-trained population.

Experiments. With our experiments, we wished to explore
the impact of the N-XPlay training regime on team perfor-
mance across various team compositions and sizes. To do
this, we build on top of [1} 2]’s implementation and generate
an unseen collaborator population similar to FCP [[L0] where
we train four SP agents and store three checkpoints during
their training and categorize them into—high, medium, and
low performance—based on their average rewards. N-XPlay
policies are then trained using the method described above.
We then evaluate collective performance in Overcooked where
some proportion of the agents are N-XPlay or agents trained
with N-player SP and the remaining agents are drawn from
a previously unseen population. For a thorough analysis, we
evaluate N-XPlay across various organization sizes and team
compositions: (i) Two-player: N-1Play, with one agent trained
alongside a sampled teammate. (ii) Three-player: N-1Play (two
trained, one sampled) and N-2Play (one trained, two sampled).
(iii) Five-player: N-1, N-3, and N-4Play, training four, two,
and one agent(s), with the rest sampled from the population.
Fig. 2| Fig. 3] and Fig. @] compare the performance of SP and
versions of N-XPlay across these layouts when paired with
varying numbers of unseen teammates.

IITI. DISCUSSION AND CONCLUSION

To examine the effect of organization composition, Fig. [3]
plots the performance of SP and the best-performing variant
of N-XPlay (referred to as N-XPlay in the rest of this section),
averaged across layouts, against the unseen-to-total agent ratio.
As this ratio increases i.e., less of the organization is repre-
sented by the ego-team, N-XPlay begins to outperform SP. For
instance, N-XPlay outperforms SP with one unseen teammate
in two-agent teams (1/2), but not in five-agent teams (1/5).
In the latter, N-XPlay only overtakes SP when at least three
teammates are unseen (3/5). We also see some layouts, like No
Counter Space (Fig. ), require little coordination and allow
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Fig. 3: N-XPlay vs SP on three-agent layouts: As the number
of unseen teammates increases, performances shift: N-1Play is
best with one unseen teammate, N-2Play is best with two.
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Fig. 4: N-XPlay vs SP on five-agent layouts: Layout con-
figuration significantly impacts the evaluation. N-XPlay lags
behind SP in low-coordination layouts like No Counter Space
but outperforms SP in high-coordination settings.

agents to work independently, allowing SP to excel regardless
of unseen teammates. Our results reveal two key conclusions
to be expanded on in future work: (1) As the ratio of unseen
over collective size increases (i.e. the ego-team represents a
smaller portion of the collective), the performance of both SP
and N-XPlay declines with N-XPlay starting to outperform
SP in layouts requiring coordination among the collective. (2)
Focusing solely on maximizing intra-team performance, as in
the case of SP, increases the collective’s dependence on the
ego-team’s ability to independently perform the org-level task.
When the ego-team cannot accomplish the overall task alone,
the absence of inter-team coordination leads to substantial
performance loss. Therefore, the ability to coordinate both
within and across teams is critical in complex MTS settings.

To conclude, here we introduced N-player Overcooked—
an extension of the widely used two-player Overcooked
environment—to enable the study of zero-shot coordination
(ZSC) in settings with more than two agents. Building on this,
we proposed N-XPlay, a framework that generalizes ZSC to
N-agent settings by modeling the complex team compositions
that arise in larger groups. Our results demonstrate N-XPlay is
better suited than SP at finding policies that can simultaneously
perform both intra- and inter-team collaboration.
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Fig. 5: Best performing variant of N-XPlay vs SP: As the
ratio of unseen teammates (X/N) increases, SP and N-XPlay
performance decline with N-XPlay ultimately surpassing SP.
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